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1 Introduction

Unmanned aerial vehicles (UAV) are being employed in increasing numbers in military
airspaces and are anticipated to begin to find a role in commercial airspaces as well. From
a controls perspective, today’s UAVs are idiosyncratic with each UAV type presenting a
unique set of operating instruments and procedures to their operators. Accident rates are
high when compared to piloted military and commercial aircraft (Manning, Rash, LeDuc,
Noback, & McKeon, 2004; Williams, 2004), but while the accidents result in high
operating costs, fortunately they do not involve the loss of life. These observations
suggest that there is much room for improvement in the design of UAVs, the workplaces
from which UAVs are operated, and in the procedures employed by their operators (c.f.,
McCarley & Wickens, 2005). These improvements can reasonably be expected to lead to
the more effective and less costly use of UAVs by the military and are essential if UAVs
are to be employed in commercial airspaces. Improved UAV mission effectiveness, and
reduced staffing and training time will translate into significant savings.

There are several fronts on which action is needed to bring about the potential
improvements in UAV effectiveness at reduced costs. Our focus in the current research
project has been comparatively narrow and yet it has the potential to play an important
role in UAV systems and procedure development and UAV operations. In particular, we
were tasked to build human performance models for UAV operators and construct
scenario elements for a particular UAV mission. The models have the potential to play a
role in many aspects of UAV workplace design and operating procedure development.
They can play a role in the development and evaluation of new designs for UAV operator
workstations; they can play a role in the development and evaluation of new operating
procedures; they can play supporting roles in UAV training environments; and they can
be used to help better understand and mitigate the sources of human error leading to
incidents and accidents.

In the present task we developed a UAV-model test bed, an initial set of UAV operator
models, and a scenario that served as a use case to facilitate model development. Our
focus was on the model for the sensor operator (SO), but models for the aerial vehicle
operator (AVO) and multi-function operator (MFO) were developed as well. We begin,
in Section 2, by describing the simulation framework that was employed to provide the
UAV test bed having the potential to examine new approaches to UAV operations using
human operator models for the UAV aircrew. In Section 3 we outline the scenario that
was selected as the use case to support model development. The section also describes
the human performance models and the models for the entities that made up the scene
observed by the SO in the use case scenario. Section 4 describes the development of the
models for the UAV aircrew—the AVO, the SO, and the MFO. The development of the
SO model led to important findings with respect to improved model performance and
more specifically model robustness—those related to modeling individual difference,
episodic memory, and model robustness are discussed in some detail. Model robustness,
was previously addressed in more detail in the project’s first year report (Deutsch,
2005a). This report concludes with Section 5 that outlines of the applications for which
the UAV test bed might be used in the future.




2 The UAYV Test Bed

The planned test bed in which the UAV operator models were to operate was a
simulation environment that included multiple UAV simulators. The Multiple Unified
Simulation Environment (MUSE) capable of simulating most currently active UAV types
was to be used as the UAV simulator for the test bed. While a single copy of the MUSE
was to be used initially, multiple copies could then be used to form a larger simulation
environment. Within the MUSE environment, a Control Station Surrogate (CSS) provides
a workplace at which UAV operators can control a UAV in executing a simulated
mission—it is a real-time simulation environment that provides human-in-the-loop
simulation. Our project goal was to develop UAV operator models and thereby extend the
MUSE simulation environment to also be capable of model-in-the-loop simulation.
Within the MUSE environment, the goal was to complement the CSS operating as a
human opcrator workplace for the MUSE with the newly developed UAV human
operator models that directly control a UAV in the MUSE simulation environment much

as the human operators do using the CSS.

Unfortunately, gaining access to a MUSE simulator to support model development in a
timely and cost-effective manner became a problem that could not readily be resolved. To
address this problem as it surfaced, we elected early on to develop a laptop computer test
bed to support initial UAV operator model development. Electing the laptop test bed
approach allowed us to readily move ahead on achieving project goals related to
developing the UAV operator models. Over the term of the research effort, the decision
to go forward with the use of the laptop-based UAV test bed avoided the expense of the
acquisition of a MUSE simulator and the cost of the development of the interface -
between the UAV operator models and the MUSE simulator. UAV operator model
development was accomplished without requiring access to the MUSE.

The D-OMAR! simulator (Deutsch, Adams, Abrett, Cramer, & Feehrer, 1993; Deutsch,
Hudlicka, Adams, & Feehrer, 1993; Deutsch & Adams, 1995) that was used for UAV
operator model development then served as the interim UAV model test bed. In using the
D-OMAR simulator, we were able to take advantage of the ability of the simulator to run
in fast-time. This had the important advantage of saving considerable time during model
development due to the significant reduction in run times for the basic use case scenario
trials. The use case scenario, covering a little over eighteen minutes in real time,
completed in just over twenty-one seconds running in the fast-time simulator.

The D-OMAR simulator operating as the UAV test bed provided the framework for the
development of the human performance model and the active entities (e.g., UAVs,
aircraft, fuel truck, etc.) in the use case scenario. Early in the development cycle we ran
two UAV models; for the use case scenario that was selected for further developed, only
a single UAV model was required. Should a MUSE simulator become available at some
future point in time, there is no reason why the present D-OMAR-based UAV operator
models could not readily be adapted to interface to a MUSE UAV model. To facilitate
running with the MUSE simulator, the same D-OMAR models (adapted to interface to

' Source code and documentation for D-OMAR is available at omar.bbn.com.




the MUSE) can be used with the D-OMAR simulator then running in real-time to
accommodate real-time MUSE operation.

3 The UAV Scenario

With the test bed in place, the next important decision was that of the use case scenario to
be used to drive UAV operator model development. In the scenario selected for the use
case, the UAV team conducted a surveillance operation at a commercial airport where
several armed agents were loading and fueling an aircraft (referred to hereafter as the
target aircraft) in preparation for their departure. The scenario was derived from related
UAV crew modeling research effort by Petkosek, Warfield, and Carretta (2005). Figure 1
reproduced from Petkosek et al. (2005) provides a view of the scene at the airport.

Figure 1 The target aircraft at a commercial airport (Petkosek et al., 2005)

The implementation of the scenario required models for the various human players and
active vehicles some of which are seen in Figure 1. The human players included the
armed agents controlling operations related to the target aircraft, the personnel fueling
and loading or unloading the aircraft, the aircrews for the target aircraft as well as the
other aircraft at the adjacent terminals, and the air traffic controllers managing local
aircraft operations including that of the departing target aircraft. The scenario vehicles
included the aircraft positioned at the terminals and the fuel and cargo trucks servicing
the aircraft.




The basic outline for the activities of the scenario was relatively straightforward. A group
of armed agent had control of the target aircraft at a commercial airport. The target
aircraft was being refueled and there were cargo trucks being used to either to load
materials into the aircraft or to obtain supplies from the aircraft. When these operations
were completed the aircraft taxied to a runway and then departed the airport. Subsequent
sections on the development of the models will provide further details on the actions of

the various players in the scenario.

The decision to pursue the laptop version of the UAV test bed allowed us to shed some
tasks, but also required additional tasks be taken on. The main task shed, for the present,
was the construction (or adaptation) and use of an interface to the MUSE. On the other
hand, it was necessary to provide a model for the UAV and the UAV workplace, and
models of the scene that would be the subject of the surveillance by the UAV operators as
the use case scenario played out. Fortunately, we were able to draw on the work of a
previous study in which we examined the error sequence leading to an accident at the
Charlotte/Douglas International Airport on July 2™ 1994 (Deutsch, 2005b; Deutsch &
Pew, 2004a). The airport model used for the use case scenario was developed as an
extension to the airport model for the previous research effort. The minor extensions to
the airport model included the modeling of the terminals for the parked aircraft, the
addition of the taxiways servicing the terminal area and Runway 5, and the addition of
Runway 5 used by the target aircraft for its departure. The previous research effort had
focused on an approach to Runway 18R.

3.1 The UAV and UAYV Workplace Models

In the absence of the MUSE we had to develop a UAV model; in the absence of a CSS
we had to develop a workplace model, but a workplace model for human performance
models rather than the human operators supported by the CSS. Our starting point for the
UAV model was our basic commercial aircraft model. We simply adjusted the aircraft
model performance parameters to conform to the basic operating envelop of a UAV.

The UAV workplace model was derived from our commercial aircraft flight deck model.
The captain’s flight deck position became the AVO’s workplace; the first officer’s flight
deck position became the SO’s workplace. With the focus of our human performance
modeling effort on the SO, we were less concerned with the fidelity of AVO’s workplace.
In particular, there was a Flight Management Computer (FMC) and a Mode Control
Panel (MCP) present in the commercial flight deck model that we simply carried over to
the UAV workplace model. With the flight path programmed in the FMC-MCP, the AVO
simply has to monitor the UAV’s progress along the flight path as displayed on a
horizontal situation indicator (HSI). Had any course corrections been required, they could
have been established by the AVO using the FMC-MCP as is currently done by the pilot
models in the commercial aviation scenarios.

Developing the model for the SO workplace required more work. The workplace
modeling effort involved providing the SO model with workplace controls to select and
operate the sensors. A daytime-TV camera and an infra red (IR) camera were added to
the vehicle model. A selector was provided to enable the SO model to choose the camera
to be active. Initial camera positioning was set by the SO by entering a latitude and
longitude; zoom was controlled by a lever. It was sufficient to lock the sensors on the



selected lat-long position for scenarios explored. Lastly, it was necessary to provide the
SO (as well as the AVO and MFO) with the ability to view the sensor screen and see the
objects in the field of view for the particular selected sensor. Visual capabilities were
established such that the models were able to take in the visual scene as well as direct
their gaze toward particular simulation objects in the field of view.

3.2 Models for the Scenario’s Observed Storyline

Previous work provided a model for the Charlotte/Douglas International Airport that
included runways and taxiways to which we added two terminals to create an airport
environment similar to that as outlined in Petkosek et al. (2005). Figure 2 provides a D-
OMAR screen view of the airport’s terminals, runways, and taxiways. It was then an easy
matter to include the four commercial aircraft and the target aircraft with their respective
aircrews as also seen in Figure 2. The screen view is from late in the scenario showing
the target aircraft on Runway 5 about to initiate its takeoff roll. While the earlier
Charlotte based research effort provided aircrews, aircraft, and air traffic controllers, it
was an approach and landing scenario, hence it was necessary to add taxi and take-off
procedures for the aircrew and controllers to support the departure of the target aircraft.
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Figure 2 D-OMAR screen shot near the end of the Petkosek et al. (2005) scenario

With respect to our use case scenario, the UAV operators were concerned with
monitoring the movements of the aircraft. The aircrews and air traffic controllers, while
necessary to support the aircraft’s movements, were not direct observables for the UAV



operators. On the other hand, there were a number of scenario players that had a central
role in the observations made by the UAV operators. These included the armed guards
‘and the fuel and cargo truck operators all conducting operations related to the target

aircraft.

D-OMAR models were constructed so that a fuel truck and one or more cargo trucks
could take part in the scenario. An operator model for the fuel truck performed the basic
functions of fueling the aircraft and driving the truck as necessary between aircraft. In
like manner, operators were provided for the cargo trucks. The Petkosek et al. (2005)
scenario had a single cargo truck from which the aircraft was loaded. We added the
flexibility to have multiple trucks with operators that might be either loading or
unloading the aircraft. The purpose was to provide a more varied scene to be observed
and interpreted by the UAV operators.

The last group of models for the UAV operators to observe was the contingent of armed
agents. Provision was made to allow an arbitrary number of agents to take part in the
scenario. The contingent of agents had a leader who was responsible for orchestrating the

operations related to the target aircraft.
3.3 The Storyline Observed by the UAV Operators

As the storyline opened, armed guards had secured the target aircraft at a commercial
airport—the Charlotte/Douglas International Airport model. There were four additional
commercial aircraft parked at the gates of adjacent terminals. A fuel truck was present
and an operator was about to begin the process of refueling the target aircraft. Depending
on the particular scenario, there were one or more cargo trucks with additional operators
about to begin the processes of moving supplies either from the trucks to the aircraft or
possibly from the aircraft to the trucks. A truck to which aircraft supplies had been off-
loaded would presumably be of continuing interest to the UAV operators, in contrast to
truck that was abandoned having been off-loaded.

As the scenario progressed, the operators fueling and loading or offloading of the aircraft
initiated and subsequently completed their operations. The leader of the armed guards
(referred to as the leader hereafter) monitored these activities and upon completion,
directed the guards to enter the target aircraft in preparation for its departure. The leader
then notified the aircraft’s captain that they were ready to depart. At this point, the
captain conferred with the Charlotte ground controller and followed standard commercial
aircraft operating procedures in taxiing to Runway 5, conferred with the tower controller
and when cleared, proceeded with their take-off roll.

Figure 2, providing a D-OMAR screen view of the airport area, was captured at a point
very close to the end of the Petkosek et al. (2005) scenario. At the moment of the screen
view, the target aircraft was just starting its takeoff roll on Runway 5. The four remaining
commercial aircraft can be seen parked at their respective terminals. The panels on the
right provide a trace of the communications among the several groups taking part in the
scenario over several minutes leading up to the current time. The lower panel on the right
labeled UAV1 records the conversation of the UAV crew. In the dialogue, Ed is the
AVO, Steve is the SO, and MFO1 is the MFO. Following the UAV crew dialogue, the
SO has announced the observation of the completion of the loading process for the target



aircraft. The SO then cycles between the IR and TV sensors checking for the startup of
the target aircraft engines and monitoring activities surrounding the target aircraft.

As events further unfold, the SO does not catch the startup of the engines using the IR
sensor, but does see that the guards are moving to board the aircraft and subsequently
notes that the aircraft has started its taxi maneuvers. Hence, the SO abandons the use of
the IR sensor to focus on monitoring the further actions of the target aircraft using the TV
sensor to monitor and report on the aircraft’s movement toward and onto Runway 5. In
each case, as the SO reports on his or her observations, the MFO acknowledges the
communication and the AVO attends the communications as well.

The Ground Control and Approach/Tower/Departure panels trace the communications
between the target aircraft’s aircrew and the succession of ground, tower, and departure
controllers as the aircraft departs from the airport. The aircrew and controllers follow
standard operating procedures in managing the departure of the target aircraft.

4 Modeling UAV Team Operations

Within the UAV test bed, individual UAV operations were each controlled from a
modeled two-person workplace with workstations for an AVO and an SO. The AVO
executed the fairly simple tasks of monitoring the flight of the UAV along a
preprogrammed route and communicating with the other UAV team members, while
most of the work of completing the mission fell to the SO in conducting the observations
of the activities surrounding the target aircraft at the airport. In addition, there was an
MFO who supported operations at the workplace for the single UAV operating in the
current scenario. The MFO would typically support operations at multiple workstations
and in a more extensive scenario might have moved from one UAV workplace to another
as the situation demanded. In this section, we will look briefly at the modeling of the
behaviors of the AVO and the MFO, but outline in greater detail the innovative aspects of
the modeling of the work of the SO.

4.1 The Aerial Vehicle Operator Model

The AVO was responsible for piloting the UAV along a prescribed course suitable for -
conducting the necessary observations. Gluck, Ball, Krusmark, Rodgers, and Purtee
(2003) have developed a human performance model for an AVO as the pilot for a
simulated Predator. Unlike the Predator which must be manually piloted, our UAV
model, derived from a commercial aircraft model, was equipped with a Flight
Management Computer and a Mode Control Pane. We took advantage of the capabilities
of the FMC-MCP equipped UAV model to pre-program the required mission route.
Figure 3, adapted from Petkosek et al. (2005), portrays the route for the surveillance
mission that the UAV that was programmed into the FMC-MCP. The demands of the
scenario were such that the AVO did not have to intervene to adjust the route. With the
mission route preprogrammed, the AVO simply had to monitor the progress of the UAV
along the prescribed route as it was portrayed on the horizontal situation indicator (HSI).
As the UAV progressed along the route, the AVO made call-outs of the point-of-closest-
approach and the turn-around points based on observations of the HSI’s plan view
display at the AVO workplace. One of the callouts can be seen in the trace for the UAV
crew dialogue in the lower right hand panel of Figure 2. For scenarios or those portions




of scenarios for which active AVO control of the UAV is not required, the FMC-MCP
combination stands in to significantly reduce the workload for the AVO.

v
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Figure 3 UAV Mission Plan (Petkosek et al., 2005)

4.2 The Sensor Operator Model

The tasking for the UAV mission was governed by a modeled text document containing
the Essential Elements of Information (EEI) that defined mission objectives and provided
available information essential to support EEI processing. The SO managed the
observations using TV and infra-red (IR) sensors that were slaved to move together
enabling the TV sensor to be used to target the IR sensor for IR observations. Using
information that was read from the EEI document, the SO established the initial pointing
of the sensor package by entering a latitude and longitude for the airport and adjusting the

senor zoom as required.

In the Petkosek et al. (2005) scenario as developed, there were six EEIs: (1) identify the
target aircraft among the aircraft at the airport; (2) count the armed agents; (3) monitor
the fueling of the aircraft; (4) monitor the loading and or unloading of the aircraft; (5)
check the target aircraft’s engines for start-up; and finally (6) conduct surveillance. The
SO read and interpreted the requirements of the EEIs and conducted the necessary sensor
operations to complete the mission. Each of the EEIs was accomplished using the TV
sensor except the checking of the target aircraft’s engines for start-up that required the
use of the IR sensor. As the SO progressed through the processing of the EEIs, the SO
communicated his or her findings to the MFO and AVO.




4.2.1 Characteristics of the Essential Elements of Information

We can begin to describe the SO’s execution of the EEIs by looking at the characteristics
of the individual EEIs that impacted their execution. The individual EEIs ranged from
notably simple (e.g., count the armed agents) to potentially quite complex—the
surveillance of the airport could well play out in any number of ways. There were a
number of players in different roles present at airport, each with several options on what
they could do and there was the possibility for new players to arrive on the scene.

In addition to the complexity dimension, there is an important temporal dimension. Some
of the EEIs were completed immediately (e.g., the identification of the target aircraft, and
once again, the counting of the armed agents), while most of the EEIs involved the
monitoring of events that had an indeterminate timeframe requiring that they be attended
over an extended time period. Hence, the SO was frequently multitasking—processing
more than one EEI at a time.

Finally, there were instances in which there were dependencies among the EEIs. The
target aircraft had to be identified before any of the other EEIs could be pursued. Events
detected in executing one EEI could also impact the pursuit of another EEI In the case
that the aircraft was observed moving toward a runway, had the engine start-up not been
detected using the IR sensor; it was clearly no longer necessary to pursue that EEI. With
the departure of the aircraft from the airport, the surveillance EEI might well be
completed unless one of the trucks was loaded with materials off-loaded from the aircraft.
The potential for complexity in the surveillance EEI was quite open-ended.

Incompatibilities among the EEIs were a counterpoint to dependencies. While the TV
sensor was used across most of the EEIs, detection of engine start-up required the use of
the IR sensor, in effect, isolating the monitoring of engine-startup from all the other
observations, several of which proceeded concurrently.

4.2.2 Sensor Operator Tasks and Goals

In building the SO model, we posited an explicit association with tasks that mapped to
particular EEIs. For most of the EEISs, there was an alignment between a task and the set
of operations demanded of the SO as he or she worked through an individual EEl—each
a well-defined, notably compact unit of work, allowing that some were not immediately
completed. (The one exception among the six EEIs outlined above was the surveillance
EEI that was necessarily decomposed into several concurrent tasks in the model.) Hence,
in terms of the SO’s work, the processing of an EEI constituted a task guided by the goal
of completing the particular objective dictated by the EEI. In the model, the goal
associated with the EEI was represented as a Simulation Core (SCORE) language goal
with a SCORE language plan that included sub-goals as necessary. An SO model’s task
consisted of the work of the goal’s procedures that governed the actions to complete the
processing of an EEL.

The reading of the EEIs by the SO to establish the tasks associated with the processing of
each EEI constituted a separate task with its own SCORE language goal and procedures.
Via this task, the text for an EEI was read and the procedures for processing the EEI were
then launched. Having read an EEI and launched the procedures to accomplish it, the SO
was then ready to read the next EEI. Just how the task of reading the EEIs and the tasks




of executing the multiple EEIs played out is discussed in more detail in the next section
on the modeling of multitasking in the work of the SO..

4.2.3 Multi-tasking by the Sensor Operator

As we thought about modeling multitasking, we were concerned with the SO’s work in
pursuing the execution of a UAV mission’s multiple EEIs. An SO’s thought processes in
shifting attention from one EEI to another EEI may sometimes be conscious, thoughtful
decision-making that can be modeled as just that—explicit decision-making task steps.
On the other hand, most SOs are skilled operators for whom much of their action
selection is automatized (Logan, 1988a; 1988b; Bargh & Chartrand, 1999). Our primary
concern in the modeling effort was the emulation of the fluid, automatized interleaving of
. the work of multiple EEIs being processed concurrently—the work of the skilled SO—
rather than the explicit, thoughtful decision-making required of the less skillful operator.

The work of an EEI included the reading of the textual material defining the work to be
accomplished, the mapping the work defined by the EEI to the operations to be
performed, and the execution of the required operations. Given that a UAV mission
virtually always includes multiple EEIs, we can broadly define bounding approaches to
accomplishing the necessary work. A first approach, what we termed the read-process
approach, can be defined as read-process in the sense that each EEI is read and executed
in turn. At the other extreme is the read-read approach, where an SO might read through
all of the EEIs and then proceed with their execution—the EEls are all read up front and
then processed with much resultant concurrency.

In general, the read-process approach will break down simply because the SO will
encounter EEIs that can not be immediately resolved and hence, would prevent starting
the processing of subsequent EEIs—processing essential to further information gathering.
It was thus necessary to read ahead and this of course led to the concurrent execution of
multiple tasks. Self evident in its shortcomings, the read-process was not explored using
the model. At the other extreme, the read-read approach was explored in the modeling,
followed by an examination of the trace of the behaviors produced that showed anomalies
in task execution. The exploration of the aspects of the model that drive the middle
ground in behaviors between read-read and read-process is discussed in the next section.

4.2.4 Conflict Resolution in Sensor Operator Task Execution

Goals and procedures, the procedural language constructs that drive a model’s task
execution, are each defined as concepts in the Simple Frame Language (SFL), a direct
descendent of KL-ONE (Brachman & Schmolze, 1985). As such, the goal and procedure
objects (hereafter, we will simply use procedures to refer to both goals and procedures)
reside in a multiple inheritance hierarchy much like the objects in an object-oriented
programming language. In the SCORE procedural language, conflicts can be established
among procedures. By using the procedures’ inheritance relationships, conflicts can be
set up between classes of procedures. As an example, the read-process approach to EEI
processing could readily have been established using a conflict between the reading of an
EEI and a concept subsuming the procedures for completely processing each EEL. An
EEI would be read and the processing of the EEI initiated. The established conflict would
prevent the reading of the next EEI until processing of the first EEI was completed. As
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